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Abstract

Vision-and-language navigation (VLN) requires an em-
bodied agent to navigate in realistic 3D environments using
natural language instructions. Existing VLN methods suffer
from training on small-scale environments or unreasonable
path-instruction datasets, limiting the generalization to un-
seen environments. There are massive house tour videos on
YouTube, providing abundant real navigation experiences
and layout information. However, these videos have not
been explored for VLN before. In this paper, we propose
to learn an agent from these videos by creating a large-
scale dataset which comprises reasonable path-instruction
pairs from house tour videos and pre-training the agent on
it. To achieve this, we have to tackle the challenges of auto-
matically constructing path-instruction pairs and exploiting
real layout knowledge from raw and unlabeled videos. To
address these, we first leverage an entropy-based method
to construct the nodes of a path trajectory. Then, we
propose an action-aware generator for generating instruc-
tions from unlabeled trajectories. Last, we devise a trajec-
tory judgment pretext task to encourage the agent to mine
the layout knowledge. Experimental results show that our
method achieves state-of-the-art performance on two popu-
lar benchmarks (R2R and REVERIE). Code is available at
https://github.com/JeremyLinky/YouTube—-VLN

1. Introduction

An important goal of embodied artificial intelligence is
to develop agents that can interact with humans in natural
language to carry out real-world tasks. Toward this goal,
vision-and-language navigation (VLN) [2] is a rudimentary
artificial intelligence task, requiring an indoor agent to nav-
igate in unseen environments following natural instructions.
VLN has attracted widespread attention in the fields of com-
puter vision and robotics due to its promising applications
such as in-home robots [61] and warehouse assistants [33].

One of the key challenges of VLN is the generaliza-
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tion ability of agents to unseen environments. EXxisting
VLN methods attempt to cope with this challenge via self-
supervised pre-training on vision-and-language datasets.
As shown in Figure 1 (a), some previous works [34, 21, 42,
] learn the agents on simulated navigation environments
and manual-labeled data. The other works [15, 14, 49] seek
to construct path-instruction pairs by using web image data,
which is shown in Figure 1 (b). Despite their promising
performance, existing agents still suffer from the follow-
ing limitations. 1) Training on simulated datasets is limited
to a restricted number of environments. 2) Constructing a
trajectory by simply concatenating web images leads to un-
reasonable room layouts, which hamper the agent to learn
layout reasoning ability. As a result, VLN agents trained on
such data are brittle to adapt to unseen environments.
Fortunately, there are massive house tour videos on
YouTube, providing real navigation experiences and layout
information but are still under-explored. We can be natu-
rally inspired to let an agent learn VLN ability from such
videos, thereby addressing the limitations of existing meth-
ods. An intuitive way is to model the navigation experi-
ences as path-instruction pairs to train the agent. Motivated
by this, we propose a “Lily” agent who Learns Vision-and-
Language Navigation from YouTube Videos. Specifically,
we first develop an in-domain pre-training dataset from
house tour YouTube videos, namely YouTube-VLN, which
comprises VLN-like path-instruction pairs. Our YouTube-
VLN dataset has the advantages of diverse environments,
real layouts, and native actions', reducing the domain gap
with VLN datasets, as illustrated in Figure 1 (c). Then, we
pre-train the agent using these path-instruction pairs. Bene-
fiting from in-domain pre-training on our proposed dataset,
our agent thus generalizes well to unseen environments.
Constructing and utilizing such a dataset, however, is
still far from trivial work and remains an open problem due
to the following challenges. 1) As the nodes in a trajec-
tory are expected to be diverse and informative, it is hard to
determine the locations of trajectory nodes from massive
video frames and represent the visual content in a node.
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Figure 1: Comparison of different datasets for pre-training. Existing datasets are built from either simulation environ-
ments (a) or web images data (b). The former only covers limited environments, and the latter contains confusing layouts
and ambiguous actions. Our dataset built from YouTube videos (c) is able to provide diverse environments, real layouts and

native actions simultaneously.

2) Real VLN instructions include various action descrip-
tions, but obtaining corresponding instructions from navi-
gation clips is challenging due to the actions being implicit
in videos. Thus it is nontrivial to acquire matching instruc-
tion on a trajectory. 3) Layout knowledge from real naviga-
tion experience is hard to mine and model, which impedes
the agent of learning layout reasoning ability.

In this paper, we address the above challenges as follows.
To conquer challenge 1), we propose an entropy-based tra-
jectory generation method. Specifically, we first envisage
that the nodes of a trajectory should contain as many types
of rooms as possible to diversify trajectories. Accordingly,
we group the frames with the same room types in videos
and consider each group as a node in the trajectory. Then,
inspired by that low classification entropy image is reliable
and contains rich information relevant to a specific class
(room type in our case) [45], the frame with the lowest clas-
sification entropy in a group is chosen to represent the visual
content in a node. To tackle challenge 2), we introduce an
action-aware instruction generation method. Specifically,
we adopt an action inverse model to pseudo-label the action
along trajectories and fill them in the instructions via hand-
designed rules. To grapple with challenge 3), we devise a
self-supervised pretext task. As we all know, humans often
judge whether a navigation trajectory is reasonable based
on the layout of the environment. Therefore, it is believed
that an agent equipped with layout reasoning ability should
be able to make similar judgment. To this end, we propose
trajectory judgment pretext task to ask the agent to iden-
tify reasonable navigation trajectories, which further equips
the model with the ability to reason environment layouts.

We empirically show that the diverse entropy-based
trajectory generation method and action-aware instruction
generator allow us to harvest high-quality path-instruction
pairs from YouTube house tour videos, resulting in the
YouTube-VLN dataset. By integrating the self-supervised
trajectory judgment task in pre-training a VLN agent, our

Lily agent presents state-of-the-art performance on two ma-
ture and solid benchmarks (R2R [2], REVERIE [48]). The
proposed Lily agent reaches the first place on the R2R
leaderboard in terms of success rate and outperforms the
SOTA method under discriminative setting and generative
setting by 2% and 3% w.r.t. success rate, respectively.

Our main contributions are as follows:

e We unleash the huge potential of house tour videos
for VLN. By leveraging these videos, we introduce a large-
scale dataset containing real navigation path-instruction
pairs for promoting VLN pre-training and a self-supervised
pretext task for the learning of layout reasoning.

e Our diverse trajectory generation method, together
with the action-aware instruction generator, creates infor-
mative and diverse trajectory nodes and produces matching
instructions, both of which make the path-instruction pairs
authentic and of high quality for training a VLN agent.

e The proposed trajectory judgment pretext task allows
the model to build up an awareness of learning and reason-
ing the layout knowledge, which is crucial in the VLN task
of indoor environments. We also empirically substantiate
that the agent indeed learns the layout learning ability.

2. Related Work
2.1. Vision-and-Language Navigation

Vision-and-Language Navigation (VLN) [2] is a chal-
lenging task and has received continuous and intense atten-
tion from the academic community in recent years [5, 13,

,35,53,31,7,52, 10]. Early methods attempt to learn the
agent from sequence-to-sequence models [2, 11, 54]. How-
ever, these methods can not model the cross-modal relation
between language and visual observation well. To address
this issue, transformer [55] architecture is adopted to the
agents followed by vision-and-language pre-training [40,

, 065,43, 14, 49, 6, 44, 27]. PREVALENT [16] pre-
trains transformer-based agent via masked language mod-



eling and action prediction tasks. Inspired by BERT [9],
several works propose to use different variants of BERT
for VLN pre-training. VLN-BERT [43] utilizes image-text
data [39] to perform path-instruction matching pretext task.
Airbert [14] proposes the shuffle loss to improve the abil-
ity of the model to learn the order of image-caption pairs.
Recently, HOP [49] introduces the history and order-aware
pretext tasks. However, these existing pretext tasks do not
consider the learning of environment layout reasoning abil-
ity and bring limited performance for VLN tasks. In this
work, we propose a trajectory judgment task to teach the
agent to distinguish reasonable navigation trajectories. By
proficiently accomplishing this task, the agent can acquire
the ability to reason about environment layout, which en-
hances its generalization capability to unseen environments.

2.2. Datasets for VLN

The major difficulty of generalizing a VLN agent to un-
seen environments is the scarcity of VLN training data.
Well-labeled VLN datasets built from the simulators [3, 51,

] allow the agent to obtain a promising performance, such
as R2R [2], R4R [22], RxR [26] and SOON [64]. While the
data built from simulators are laborious, Wang et al. [56]
and ProbES [34] enrich the navigation instructions via self-
exploration in the simulation environments. Some other en-
deavors [54, 32, 11, 12, 24, 30] seek to augment the data
from existing datasets. AutoVLN [8] and Kamath et al. [23]
enlarges the VLN data from simulations with a larger num-
ber of environments. However, these datasets are limited
by the number of scenes in simulators. To ease this prob-
lem, VLN-BERT [43] leverages the abundant web image-
captions pairs as VLN pre-training data. Airbert [14] further
exploits indoor house images and captions from the web to
construct path-instruction pairs for VLN pre-training. How-
ever, the trajectories constructed by simply splicing pictures
may be confusing and ambiguous. In our work, we address
these problems by proposing a large-scale in-domain VLN-
like pre-training dataset, providing the agent with diverse
visual environments and reasonable layouts.

3. Building VLN Dataset from YouTube Videos

Our first step is to develop a large-scale VLN-like dataset
that comprises reasonable path-instruction pairs from house
tour videos on YouTube, termed YouTube-VLN. YouTube-
VLN serves as a cornerstone for facilitating the acquisi-
tion of VLN capabilities for Lily, featuring diverse envi-
ronments, real layouts and native actions. To achieve this
goal, we present an entropy-based trajectory generation
technique (Section 3.1) and an action-aware generator (Sec-
tion 3.2) to tackle the arduous tasks of trajectory and in-
struction generation, respectively.
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Figure 2: An example of a generated trajectory from a
YouTube house tour video. -® represents the direction to
go next while ® represents the stop action.

3.1. Diverse Trajectory Generation.

We seek to construct discrete navigation trajectories
from YouTube videos. Similar to discrete navigation
datasets (e.g., R2R [2]), each trajectory comprises K nav-
igation nodes, representing different locations of a naviga-
tion path. This entails addressing two major challenges: 1)
how to determine the locations composing a trajectory to
make the trajectory more diverse and 2) how to represent
the visual content at each node location. To tackle these
challenges, we first collect large-scale consecutive indoor
frames from YouTube videos. Then, we group the adja-
cent frames according to their room types and consider each
group as a node. Last, we present an entropy-based tech-
nique to select the most informative frames in a group for
representing the visual content in a node.

Collecting Navigation Data from YouTube. Real es-
tate agents typically tour a house in each video. To sat-
isfy the visual diversity and dataset scale, we create the
YouTube-VLN dataset from 4078 videos collected from
various uploaders, with a total duration of 433 hours. In
contrast to prior work [4], which relied on a limited set of
videos from a single uploader, our dataset features greater
diversity and volume. We also employ sparse sampling and
off-the-shelf image classifiers [17, 50] to pre-process the
videos, filtering out redundant or noisy frames (those fea-
turing people or outdoor scenes), resulting in a final set of
587k indoor frames suitable for constructing trajectories.

Determining the Locations of Trajectory Nodes. A
real robot often needs to go through different locations for
navigating to a goal. To mimic the real navigation process,
we expect that our constructed trajectories also contain di-
verse visual content within the limited navigation nodes.
To achieve this, we first utilize the powerful large model
CLIP [50] to recognize the room type of each indoor im-



age. Then, we gather temporally adjacent frames with the
same room type as a group and consider this group as one
of the navigation nodes. In this sense, the navigation nodes
are diversely spread in different rooms and the constructed
trajectories are able to mimic the real navigation process.
We also call this kind of node a room node. In practice,
to increase the visual diversity of trajectories, we also ran-
domly insert transition nodes that are composed of video
frames captured during the transition from one room to an-
other one, between two adjacent room nodes.

Representing Visual Content in a Node. A node con-
sists of a group of images and sometimes the number of
images may exceed 100 as the photographer could stay in
the same room for a long time. Hence, we have to select the
most informative images for representing node features. In-
spired by EATA [45], an image with lower classification en-
tropy is more reliable, containing more information relevant
to a specific class (room type in our case). We thus propose
to select an image with the lowest classification entropy to
represent the current view of a node. In order to mimic the
panoramic visual context, we then merge M adjacent con-
secutive images of the current view. It is worth noting that
our node features better represent a panoramic view com-
pared with Airbert [14] because we merge adjacent frames
that belong to the same place as the current view.

Ultimately, we randomly chose K continuous nodes to
construct a trajectory. An example of the constructed tra-
jectory is shown in Figure 2.

3.2. Action-Aware Instruction Generation

In addition to constructing navigation trajectories, one
more important step for building a VLN dataset is to create
the corresponding instructions without manual annotation.
The main challenge for this step is how to correctly describe
visual content and actions along navigation paths. To con-
quer this challenge, we first generate instruction templates
with verb and noun phrase blanks. Then, we describe each
node in trajectories using the CLIP [50] model and infer the
native actions using an action inverse model [4]. To gen-
erate the final instructions, we fill the instruction templates
with these visual descriptions and actions.

Specifically, we first generate templates with verb and
noun blanks from instructions in the R2R dataset following
Airbert [ 14]. For noun blanks, we fill them with visual con-
tent descriptions about each node. We select the frame with
the lowest classification entropy (as described in Sec. 3.1)
and use the CLIP model to infer the objects it contains, to-
gether with the room type to populate a noun blank. For
verb blanks, the existing instruction generation method [ 14]
is unable to fill them with the correct action words because
it cannot figure out the actions taken for navigating from
one image to another. This makes the agent confused when
it observes similar viewpoints transition but is given differ-

ent action descriptions. To tackle this problem, we propose
an action-aware strategy to fill instruction templates with
native actions instead of random inconsistent actions. To
be specific, we follow [4] to train an action inverse model,
which has 96% prediction accuracy for predicting native ac-
tions, to pseudo-label the trajectory with action labels from
one location node to another. The predicted actions are then
converted into actionable verbs, i.e., “go forward”, “turn
left” and “turn right”. For each noun blank that has been
filled with the description of one node, we find its closest
verb phrase blank and fill it with the pseudo-labeled action
which is executed to reach the next node. This eventually
enables us to create action-aware instructions.

4. Learning VLN from YouTube Videos

Given the VLN-like and reasonable path-instruction
pairs generated from YouTube videos, we then describe
how to learn the Lily agent from these data. As shown
in Figure 3, our VLN model consists of two components:
a vision-and-language backbone (i.e., Multi-Layer Trans-
former) that models the relationship between trajectories
and instructions and a decision-making module that predicts
the next action or a matching score for a path-instruction
pair. The vision-and-language backbone can be any type
of cross-modal network. We chose VILBERT [39] for a
fair comparison with Airbert [14]. As a common prac-
tice, pretext tasks are utilized for pre-training the backbone.
We next describe how to pre-train the backbone on our
Youtube-VLN dataset using the proposed trajectory judg-
ment pretext task.

4.1. Model Architecture

We follow Airbert [14] to leverage a VILBERT-like [39]
architecture as the model backbone. The model encodes
the sequential visual region features and the text token via
two separate transformers respectively. More formally, the

path-instruction pair consists of K nodes {Vk}szl and L
text tokens {wl}lL:l. Each node V}, is composed of Ry, vi-

. R .
sual region features {vf }1:1 In this way, we represent the
visual and text inputs respectively as follows:

Xy = [[IMG},U%,..,,U}%I,...,[IMG],'[}{{,...7U§K , (D)

XW:[[CLS],wl,,..,wl,...,wL,[SEPH7 (2)

where [IMG], [CLS] and [SEP] are special tokens. The
encoded visual and text tokens finally interact via a cross-
modal transformer encoder. We represent the whole model
architecture as “Multi-Layer Transformer” in Figure 3.

4.2. Learning Layout from Trajectory Judgment

Given the aforementioned model architecture, we pro-
pose to train a VLN agent with a trajectory judgment (TJ)
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Figure 3: General scheme of our Lily agent for pre-training and downstream stages of VLN tasks. Lily agent learns to
leverage the proposed YouTube-VLN dataset for the trajectory judgment task together with the other pretext tasks. After
pre-training the VLN model, we adapt it to the downstream datasets and conduct different VLN downstream tasks.

task, enabling it to reason about layouts. Herein, we elabo-
rate on the proposed trajectory judgment task.

Formulation. The trajectory judgment task aims to
judge the reasonableness of trajectories. We consider the
trajectories generated in the way described in Section 3.1
as positive (reasonable) samples and the shuffled trajecto-
ries as negative (unreasonable) ones. To finish this task, the
agent is required to reason about the visual information and
identify the room types, then infer whether the trajectory
matches the real environment layout distribution. Specifi-
cally, we first calculate the dot product of the output fea-
tures of [IMG] and [CLS] tokens. Then, we feed this vector
feature to a linear layer to predict the probability that indi-
cates whether the trajectory is reasonable. The model aims
to minimize the binary cross-entropy loss:

1 N
L=—5> [w-yalog(pa) + (1= yn)log(1—pa)], ©)
n=1

where y,, = 1 if the n'” trajectory is reasonable, otherwise
Yn = 0. p, represents the probability that the n'" trajectory
is predicted as reasonable. N is the number of trajectories
in a batch. w is a factor to mitigate the imbalance of positive
and negative samples, which equals the ratio of the number
of negative samples to the number of positive samples.
Sample Generation. We propose to shuffle the positive
sample to generate the negative samples: 1) shuffle only the
transition nodes; 2) shuffle all the nodes; 3) keep the order
of the room nodes, and randomly insert nodes from other
videos. In this way, we create rich and hard negative sam-
ples, which increases the task difficulty, helping the agent
understand the real layout in a more complex manner.
Combining with Existing Pre-Training Tasks. As
depicted in Figure 3, we follow Airbert [14] to pre-train
the model backbone using our proposed trajectory judg-
ment task, additionally combining with three other existing

pretext tasks, namely masked language modeling (MLM),
masked vision modeling (MVM) and path ranking (PR)
on YouTube-VLN dataset. For MLM, we randomly mask
out the words in instruction and the goal is to recover
the masked words. Similar to MLM, MVM is designed
to predict masked image regions. PR is a ranking task,
which aims to decide the most matching path-instruction
pair among a few pairs.

4.3. Adapting Pre-trained Backbone for VLN

We adapt the pre-trained model to both goal-oriented
navigation task and object-oriented navigation task. All the
tasks are based on the Matterport3D simulator [3]. We uti-
lize R2R [2] as the benchmark for the goal-oriented navi-
gation task, which is divided into discriminative setting and
generative setting. As for the object-oriented task, we eval-
uate our model on REVERIE [48] in generative setting.

The discriminative setting formulates VLN as a path-
selection problem, requiring the agent to choose the path
that best matches the instruction from multiple candidate
paths. Under the discriminative setting, we utilize the clas-
sifier used in the path ranking pretext task for decision-
making and fine-tune the Lily agent on the R2R dataset.

In the generative setting, the agent needs to predict ac-
tions sequentially to reach the goal (R2R) or simultaneously
find the object (REVERIE). We adopt DUET [7] as the
architecture for fine-tuning, which feeds the cross-modal
feature into a feed-forward network for decision-making.
We initialize the text transformer encoder and cross-modal
transformer encoder of the generative model with our Lily
agent. Note that our Lily agent can apply to any generative
model. More details are available in the supplementary.



# Dataset Pre-training Task Val Seen Val Unseen
Reasonable Pseudo-labeled Trajectory

Source Navigation Path Action Judgment TL NE| OSR? SR SPLt TL NE| OSR? SRt SPLt
1 Airbnb Images X X X 1021 341 7902 7412 0.70 9.63 395 7097 62.84 0.8
2 YouTube Videos X X X 10.12 340 79.90 7431 0.70 981 3.72 7424 6373 059
3 YouTube Videos v X X 1030 340 7860 75.10 0.71 9.60 370 7350 6500 0.61
4 YouTube Videos v v X 1020 330 79.80 7540 0.71 930 3.60 7270 66.10 0.62
5 YouTube Videos v v v 9.99 312 80.88 7745 0.74 9.64 337 7493 6670 0.62

Table 1: Ablation study on YouTube-VLN dataset and trajectory judgment pretext task for pre-training.

5. Experiments
5.1. Experimental Setup

Dataset and Evaluation Metrics. We conduct our
experiments on two VLN benchmarks, i.e., R2R [2] and
REVERIE [48]. These two datasets consist of 21,567
path-instruction pairs from 90 scenes in Matterport3D [3].
REVERIE follows the same train/val/test splits as the R2R,
while requiring an agent to select the bounding box of the
target object bounding box additionally. Following stan-
dard settings [14], we adopt five metrics for evaluating
R2R, namely success rate (SR), oracle success rate (OSR),
success rate weighted by the ratio between the length of
the shortest path and the predicted path (SPL), trajectory
length (TL) and navigation error (NE). As for REVERIE,
we leverage four metrics for evaluating navigation perfor-
mance, namely SR, OSR, SPL and TL, and two for object
grounding performance, namely remote grounding success
(RGS) and RGS weighted by path length (RGSPL).

Implementation Details. We implement our method
based on Pytorch framework [47] and Matterport3D sim-
ulator [3]. Specifically, we divide our training process into
two stages, i.e., pre-training and fine-tuning. For the pre-
training stage, we distribute training over 4 NVIDIA 3090
GPUs for 500 epochs to convergence. The pre-trained
model with the highest accuracy for the path ranking pre-
text task is selected for fine-tuning. During the fine-tuning
stage, we distribute training over 8 NVIDIA 3090 GPUs for
30 epochs to convergence. Following Airbert [14], we use
augmented data from EnvDrop [54] for fine-tuning by de-
fault. More details are provided in the supplementary.

5.2. Ablation Studies on Pre-Training

We ablate our approach under discriminative setting on
R2R benchmark. Considering the time efficiency, we do not
use augmented data for fine-tuning on these experiments.

Data Source: Airbnb Images vs. YouTube Videos.
One of the main differences between YouTube-VLN dataset
and Airbnb dataset [14] is the data source. Airbnb con-
sists of 713k image-caption pairs while YouTube-VLN con-
sists of 587k images extracted from 433 hours of house tour
videos. YouTube-VLN has fewer images but provides more
information about a room from different camera angles
by merging, which better simulates a panorama for down-

stream VLN tasks. To evaluate the effect of data source, we
follow Airbert [14] to randomly select images in the same
house to build a trajectory and its corresponding instruction.
We keep the number of instructions the same in pre-training
for a fair comparison. In Table 1 (# 1 vs. # 2), YouTube data
performs slightly better than Airbnb data, surpassing the SR
by 0.89% on the val unseen split. We speculate this is be-
cause data quality is more important than quantity.

Effectiveness of Reasonable Navigation Trajectory.
YouTube-VLN dataset is collected from real house tour
videos and is thus able to extract frames in chronological
order to build reasonable navigation trajectories instead of
combining multiple randomly chosen images. We use the
generated reasonable navigation trajectories and shuffled
trajectories to train two agents, respectively. In Table 1, the
agent trained with reasonable navigation trajectories (# 3)
achieves significantly better performance than the shuffled
navigation trajectories variant (# 2), with 1.27% gains on
SR under the val unseen split. This suggests that the agent
can not well understand and ground the instruction to the
trajectory without reasonable navigation paths for learning.

Effectiveness of Pseudo-Labeled Action. The core
of the proposed action-aware instruction generator is the
pseudo-labeled actions for the instructions. To evaluate
the effectiveness of the pseudo-labeled actions, we con-
struct a variant that replaces random action words with the
pseudo-labeled actions which are filled in the instructions.
The results are shown in Table 1, # 4. Compared to the
variant (# 3) that fills the instructions with random action
words, this variant boosts the SR metric on both the val un-
seen (+1.10%) and seen (+0.30%) splits, showing the ef-
fectiveness of pseudo-labeled actions. It indicates that with
pseudo-labeled actions, the agent can effectively ground the
action to the visual observation and recognizes the correct
transition from one location to another.

Effectiveness of Trajectory Judgment Pretext Task.
To explore the layout knowledge of the YouTube-VLN
dataset and equip the agent with layout reasoning ability, we
propose a self-supervised trajectory judgment pretext task.
In Table 1, the variant with the proposed pretext task im-
proves the performance (# 5 vs. # 4, +2.05% on val seen and
+0.60% on val unseen w.r.tz. SR). Moreover, given a room
type and visual information of the current node as inputs,
this variant predicts the relative orientation of nodes for that



# Methods TL NE|/ OSRT SRt SPLt
1 Random Sample 9.37 352 7288 6441 0.61
2 Temporal Difference 9.55 3.61 7335 6530 0.61
3 Entropy-Based 9.64 337 7493 66.70 0.62

Table 2: Comparison between different strategies of select-
ing frames to represent nodes under val unseen split.

room type with a 30% increase in accuracy (see supplemen-
tary for more details). These substantiate the claim of the
importance of the proposed trajectory judgment task, which
helps the agent learn the layout reasoning ability.

Effectiveness of Entropy-Based Trajectory Genera-
tion Strategy. In order to acquire an informative frame to
represent a node, we propose an entropy-based technique
as mentioned in Section 3.1. To demonstrate the effec-
tiveness of our strategy, we construct two variants, i.e., one
randomly chooses a frame, and one decides the frame by
temporal difference [62]. The second variant computes the
temporal pixel difference between every two consecutive
frames and picks the frames where the peaks are located as
the frames to represent the nodes. In Table 2, our entropy-
based method significantly outperforms these two variants,
increasing the SR on the val unseen split from 64.41% and
65.30% to 66.70%, respectively. We speculate this is be-
cause 1) randomly sampling frames can generate consecu-
tive redundant frames or meaningless frames (e.g., a wall
takes up most of the frame); 2) the temporal difference
method selects a frame that represents the junction of two
different rooms, which is ambiguous and thus confuses the
agent. In comparison, our entropy-based method is able to
find a reliable frame to represent a node and ensure two ad-
jacent nodes belong to different room types.

5.3. Comparison with State-of-the-Arts

Results on R2R Dataset. We first compare our Lily
agent with current methods under the discriminative setting.
In Table 3, compared with VLN-BERT that uses image-
caption pairs from the web for pre-training, our Lily agent
significantly increases the SR by 10.74% on the val unseen
split. This highlights the importance of providing the in-
domain indoor data for pre-training. Moreover, compared
with Airbert which uses in-domain image-caption pairs
from online rental marketplaces, Lily still increases the SR
from 73.85% to 79.31% on val seen and from 68.67% to
70.00% on val unseen. We attribute the improvement to
our proposed VLN-like YouTube-VLN dataset and trajec-
tory judgment pretext task, which have been thoughtfully
evaluated in Section 5.2. When ensembled with the speaker-
follower [11], all three methods increase the performance
and our Lily agent performs the best.

In Table 4, we evaluate on R2R test split and our Lily
ranks first on the VLN challenge leaderboard compared

/web/challenges/challenge-page/97/leaderboard/270

https://eval.a

Val Seen Val Unseen

Methods

TL NE|] SRt SPLT TL NE| SRT SPLT
Follower [11] 1040 3.68 6510 062 9.57 520 5236 049
Speaker [11] 11.19 3.80 60.69 056 1071 425 5466 049
Speaker-Follower [11]  10.69 2.72 7422 0.70 10.10 3.32 67.90 0.63
ProbES [34] - - - - 9.50 405 6028 0.56
VLN-BERT [42] 1028 3.73 7020 0.66 9.60 4.10 59.26 0.55
Airbert [14] 1059 321 7385 0.69 10.03 324 68.67 0.63
Lily 1021 2.89 7931 0.76 10.03 3.19 70.00 0.65
VLN-BERT* [42] 10.61 235 81.86 0.78 10.00 276 73.61 0.68
Airbert* [14] 10.63 2.13 8140 077 999 269 7501 0.70
Lily* 1051 2.06 8329 080 9.78 248 76.88 0.72

Table 3: Comparison with state-of-the-arts on R2R dataset
under discriminative setting. * means results of ensembling
with the speaker-follower [ 1] model.

Methods TL NE| SPLT OSRfT SRt
Speaker-Follower [11] 1257 487 0.01 96 53
Self-Monitoring [40] 373 448 0.02 97 61
Reinforced CM [58] 358 4.03 0.02 96 63
EnvDrop [54] 687 326 0.01 99 69
AuxRN [65] 41 324 021 81 71
VLN-BERT [42] 686.82 2.99 0.01 99 73
Global Normalization [60] 686.86 2.99  0.01 99 74
Airbert [14] 686.54 2.58 0.01 99 77
LiLy 686.45 2.50 0.01 99 79

Table 4: Results under discriminative setting on the test un-
seen split as indicated on the R2R leaderboard .

with the results whose manuscripts are publicly available,
achieving the highest SR of 79%. As we follow Airbert
to use 30 candidate trajectories from EnvDrop [54] and the
leaderboard considers that our agent has walked through all
these paths, the SPL metric is low for both Lily and Airbert.

Besides, our Lily agent also helps to increase the perfor-
mance on R2R under the generative setting. We enhance the
state-of-the-art DUET [7] method by pre-training the agent
using our method as mentioned in Section 4. In Table 6,
the agent incorporating Lily achieves 2% and 3% improve-
ments w.rt. SR on the val unseen split and test unseen split,
respectively, compared to DUET. Notably, our method in-
creases the SPL by 2% on the val unseen split, indicating the
agent is able to reach the goal more efficiently. We attribute
this to the agent’s acquisition of layout prior knowledge
via the proposed trajectory judgment task on our YouTube-
VLN dataset, enabling it to plan more efficient routes to the
goals in new environments.

Results on REVERIE Dataset. Compared with R2R,
REVERIE is more challenging as its instructions only de-
scribe the destinations without detailed path descriptions.
This requires the agent to be equipped with common knowl-
edge about the room layouts and to reason the possible paths
that lead to the destinations. In Table 5, we outperform the
SOTA agent (i.e., DUET) by 1.13% on SR and increase the
SPL from 46.98% to 48.11% on the val unseen split. It is
worth noting that our method achieves a higher OSR with
a shorter TL, indicating that our agent finds the destination


https://eval.ai/web/challenges/challenge-page/97/leaderboard/270

Val Unseen

Test Unseen

Methods Navigation Grounding Navigation Grounding
TL  OSRT SRT SPLT RGST RGSPLT TL  OSRT SRT SPL?T RGST RGSPL?T

Human - - - - 21.18 86.83 81.53 83.66 77.84 5144
Seq2Seq [2] 11.07  8.07 420 284 2.16 1.63 10.89 6.88 399  3.09 2.00 1.58
RCM [58] 11.98 1423 929 697 4.89 3.89 10.60 11.68 7.84  6.67 3.67 3.14
SMNA [40] 9.07 1128 815 644 4.54 3.61 923 839 580 453 3.10 2.39
FM [48] 4528 2820 1440 7.19 7.84 4.67 39.05 30.63 19.88 11.61 11.28  6.08
SIA [38] 41.53 44.67 3153 16.28 2241 11.56 48.61 4456 30.80 14.85 19.02  9.20
HAMT [6] 14.08 36.84 3295 30.20 18.92  17.28 13.62 3341 3040 26.67 14.88  13.08
RecBERT [20] 16.78 35.02 30.67 24.90 18.77  15.27 15.86 3291 29.61 23.99 16.50  13.51
ProbES [34] 18.00 3323 27.63 22.75 16.84 1394 16.84 2823 2497 20.12 15.11 1232
Airbert [14] 18.71 3451 27.89 21.88 1823  14.18 1791 3420 3028 23.61 16.83  13.28
DUET [7] 22.11 51.07 4698 33.73 32,15  23.03 21.30 5691 5251 36.06 31.88  22.06
DUET (Lily) 21.87 5371 4811 3443 3215 2343 21.94 60.51 5432 37.34 32.02 2194

Table 5: Comparison with state-of-the-arts on REVERIE. Lily agent achieves the state-of-the-art performance on all splits.

Val Unseen Test Unseen
Methods
TL NE| SRt SPLT TL NE| SRfT SPLT

Seq2Seq [2] 839 781 22 - 813 785 20 -
EnvDrop [54] 10.70 522 52 48 11.66 523 51 47
AuxRN [65] - 528 55 50 - 515 55 51
PREVALENT [15] 10.19 4.71 58 53 10.51 530 54 51
RelGraph [19] 9.99 473 57 53 1029 475 55 52
RecBERT [20] 12.01 393 63 57 1235 4.09 63 57
ProbES [34] 11.58 4.00 61 55 1243 420 62 56
ADAPT [36] 1233 3.66 66 59 13.16 4.11 63 57
HOP [49] 1227 380 64 57 1265 3.83 64 59
HAMT [6] 1146 229 66 61 1227 393 65 60
Airbert [14] 11.78  4.01 62 56 1241 4.13 62 57
DUET [7] 1394 331 72 60 1473  3.65 69 59
DUET (Lily) 1458 290 74 62 16.13 344 72 60

Table 6: Comparison with state-of-the-arts on R2R dataset
under generative setting.

more quickly. We attribute this to the better layout reason
ability learned from the large-scale diverse reasonable tra-
jectories in the proposed YouTube-VLN dataset. A simi-
lar performance is obtained on the test unseen split, where
the Lily agent improves the SR by 1.81% and the SPL by
1.28%. Although our objective is solely navigation, we still
achieve comparable performance on grounding metrics and
even slightly outstrip DUET on most metrics.

5.4. Learning Navigation from One Environment

Our intuition is that pre-training on the YouTube-VLN
dataset can mitigate the domain gap of training from scratch
and is able to achieve excellent performance with only a
few training environments. To verify this, we conduct a
one-shot learning study, where we fine-tune our model on
only one environment of the original training environments.
Note that the candidate paths are generated from all of the
possible paths from the start viewpoints to all navigable
points, instead of from the expert model in EnvDrop [54].
All the candidate paths are the shortest paths in the naviga-
tion graphs. To reduce the bias, we randomly select 5 sets
from the entire environments and report the average results.

In Table 7, our agent outperforms all the existing pre-

Methods Val Seen  Val Unseen
VLN BERT [42] 45.71 2243
AirBERT [14] 47.88 50.00
Lily 49.31 50.86

Table 7: SR on val seen and val unseen splits of R2R. All
the agents access only one environment.

training methods. On the val seen split using one-shot fine-
tuning, compared to VLN-BERT and AirBERT, our Lily
agent achieves 3.60% and 1.43% improvements, respec-
tively. In the val unseen split using one-shot fine-tuning,
we achieve 28.43% improvement compared to VLN-BERT.
All these results suggest the effectiveness of our method.

6. Conclusion

In this work, we propose a new approach Lily to ad-
dress the limitations of existing vision-and-language navi-
gation (VLN) methods by creating a large-scale VLN-like
dataset from real house tour videos to train our embodied
agent. We overcome the challenges of automatically gen-
erating path-instruction pairs to construct the dataset from
raw and unlabeled videos by leveraging an entropy-based
method for trajectory construction and an action-aware gen-
erator for instruction generation. Additionally, we train the
agent to judge the reasonableness of trajectories, improving
its layout reasoning ability. Our method achieves state-of-
the-art performance on two popular benchmarks (R2R and
REVERIE), demonstrating the efficacy. Overall, we hope
our work can provide valuable insight into the VLN com-
munity by learning embodied VLN from passive videos.
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APPENDIX

In the supplementary, we provide more details of our method. We organize the supplementary as follows.

* In Section A, we present more details on video collection.

¢ In Section B, we present more details on frame filtering.

 In Section C, we present more details on trajectory generation.

¢ In Section D, we present more details on instruction generation.

* In Section E, we present statistics and visualization examples of our YouTube-VLN dataset.

* In Section F, we provide more implementation details of experiments.

* In Section G, we provide more details of the effectiveness of trajectory judgment task on layout reasoning ability.
* In Section H, we provide the transferability results of our method.

¢ In Section I, we present qualitative results of our method.

 In Section J, we discuss potential future research and social impact.

A. More Details on YouTube Video Collection

We collect real estate tour videos from YouTube®. Specifically, we restrict the videos to real estate tour videos. It is
unrealistic to play all categories of videos one by one to check whether they meet our requirements. On the contrary, we
look for several well-known YouTubers whose playlists have been well-categorized for house tour videos, and each list has a
consistent style. To find such YouTubers, we only spend less than an hour of mannual search time. In YouTube, each video
has its corresponding video id ( e.g., C99Y jG_J Bsg®"), we obtain all the house tour videos according to the video ids and
regard the video ids as house ids.

B. More Details on Frame Filtering

Before generating a navigation trajectory, we first pre-process these videos by sparse sampling and using off-the-shelf
image classifiers [17, 18] to filter out redundant frames and noisy frames (i.e., frames with persons or outdoor scenes). A
video can be sampled at up to 60 frames per second. Generally, there is almost no obvious change between screens within 2s
intervals in a video. Therefore, we sparsely sample the videos with 0.5 frames per second. Considering that in the downstream
indoor VLN task, persons and outdoor images are not allowed to occur in the observations, we discard such noisy frames
in the house tour videos. Specifically, we employ a Resnet [ 18] model pre-trained on Place 365 [63] and Mask RCNN [17]
model pre-trained on COCO [37] to detect the outdoor images (as shown in Figure 4a) and images with persons (as shown in
Figure 4b), respectively. In addition, some images are filtered since they do not contain any objects and can not be extracted
to region features (as shown in Figure 4c).

C. More Details on Trajectory Generation

To mimic the sequential navigation path in R2R, we typically choose K € [4, 7] as the length of a trajectory. As mentioned
in Section 3.1, a trajectory consists of room nodes and transition nodes. We randomly sample R € [2,7] room nodes in
temporal order for a trajectory. Considering that 1) navigation is a continuous problem in both temporal dimension and
spatial dimension, and 2) instruction does not necessarily describe all observations on a trajectory, the remaining (K — R)
nodes are filled with transition nodes. Each image is encoded into region features by Faster R-CNN bottom-up top-down
attention [ 1] model pre-trained on Visual Genome [25]. In order to approximate the panoramic visual context, we merge the
region features from similar room types per image. The images we merged are from consecutive frames and in the same
group, usually taken by the real estate agent around similar locations in order to better introduce the room.

3https://www.youtube.com
4https://www.youtube.com/watch?v:C99YjGiJBsq
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(c) Frames without region features.

Figure 4: Examples of filtered frames, including those with outdoor scenes (a), persons (b) or no region features (c).
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Figure 5: Statistics of YouTube-VLN Dataset.
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Kitchen with Blinds

Turn Right

Lounge with Blinds

—> * _ounge with Furniture

Generated Instruction
Head toward kitchen with counter and turn right. Stop in lounge.

Figure 6: Examples of path-instruction pairs in the proposed YouTube-VLN dataset. The generated trajectory contains 2
room nodes (marked as *) and 3 transition nodes. The translucent images are the merged images.
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)

Bathroom with Bathtub

Turn Left

—> * Bathroom with Bathtub

Generated Instruction
Walk forward to door. Once you are at bedroom, walk right until you reach entry way. Go left bathroom, then stop.

Figure 7: Examples of path-instruction pairs in the proposed YouTube-VLN dataset. The generated trajectory contains 4
room nodes (marked as *) and 1 transition nodes. The translucent images are the merged images.

D. More Details on Instruction Generation

As for instruction generation, we first harvest 14,031 fill-in-the-blank templates from the R2R training set. Specifically,
we extract the noun phrases and verb phrases for each human-annotated navigation instruction in the R2R training set. We
then randomly select a template that has R noun phrase blanks and (R — 1) verb phrase blanks for a trajectory with R room
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Go right bedroom to bathroom with mirror and turn left. Wait at door.

Figure 8: Examples of path-instruction pairs in the proposed YouTube-VLN dataset. The generated trajectory contains 3
room nodes (marked as *) and 3 transition nodes. The translucent images are the merged images.

nodes. We use CLIP [50] model to caption the room nodes with a template “[room] with [object]” following [34], where
the “[room]” and “[object]” represent the room category and object category of a room node, respectively. To better include
the details of the rooms, we fill a noun blank with “[room] with [object]” or “[room]” or “[object]”. A CNN inverse action
model [4] infers the transition action from one room node to another. Finally, we obtain R captions and (R — 1) action words
for a template. The captions are used to fill the noun phrase blanks in the template sequentially. For each noun phrase blank
filled with the captions of one room node, we find its closest verb phrase blank and fill it with the action which is executed
to reach the next room node. Our instruction generation strategy fills the verb phrase blanks with pseudo-labeled actions,
providing a natural transition between two nodes to the created instruction.

E. Statistics and Visualizations of YouTube-VLN Dataset

In Figure 5, we show some key statistics about our YouTube-VLN dataset. We construct the YouTube-VLN from the
collected 4078 videos. After filtering the noisy frames, we harvest 568K images in total. In Figure 5a, we present the number
of frames per video via a histogram. It shows that most of the videos contain more than 25 effective frames, indicating
that each video can provide sufficient image samples for an agent to learn and reason about this house. Figure 5c presents
the predicted room types of the frames. We used CLIP [50] to categorize each frame into one of the 12 labeled room
types in Matterport dataset [2]. It can be observed that most of the images in the proposed YouTube-VLN dataset cover
the core part of a house ( e.g., family room and bedroom). This enables the agent to learn the layout prior knowledge more
efficiently. Moreover, these labels are further used for instruction generation and image merging. In addition, we also show
the distribution of the pseudo-labeled actions in Figure 5b. Each action is the predicted native action from one room node to
another, representing the direction that the agent should follow. As shown in the histogram, the pseudo-labeled actions are
evenly distributed into three types of actions, endowing the agent to understand the actions efficiently. We also show some
visualization examples of the generated path-instruction pairs in YouTube-VLN as in Figure 6, Figure 7, and Figure 8.
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Figure 9: The adapted model in both discriminative and generative settings for downstream VLN tasks.

F. More Implementation Details

The model architecture details are shown in Figure 9. The meanings of each layer are as follows:

* Embed-Lang: language token embeddings, which consist of word embeddings, position embeddings, and token type

embeddings.

* Embed-Vis: vision token embeddings, which consist of visual feature embeddings and position embeddings of the

current node.

* Embed-Node: node embeddings, which consist of visual feature embeddings, position embeddings, and navigation step
embeddings of all nodes in the navigation graph.

¢ Self-Att-Lang: self-attention layers for language input.

 Self-Att-Vis: self-attention layers for vision input.

* Cross-Att-Vis: cross-modal attention layers for vision branch.

* Cross-Att-Lang: cross-modal attention layers for language branch.

* FFN: feed-forward network, which consists of two linear layers.

F.1. Pre-training Details

As described in Section 4.1, we adopt a VILBERT-like architecture as the same as Airbert [

]. The model architecture of

pre-training is shown in Figure 9a. For a fair comparison, we set both L1 and L5 to 6, consistent with Airbert in the discrim-
inative setting. For generative adaption, the number of layers L; is equal to 9 and Ly is equal to 5 for a fair comparison with
DUET [7]. For both settings, we distribute training over 4 NVIDIA 3090 GPUs (24GB each) for 500 epochs to convergence.
The batch size is 8 (2 for each GPU) and the learning rate is 2 x 10~°. We randomly selected 95% videos per epoch as the
training set and 5% videos as the test set.
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Figure 10: Evolution of training cross-entropy (CE) loss and test accuracy w.rt. training epochs on R2R dataset.

F.2. Fine-tuning Details

Discriminative Setting. In our experiments, discriminative evaluation is conducted on R2R dataset. In this setting, VLN is
formulated as a path selection problem. As shown in Figure 9a, the model architecture is the same as the pre-trained model
whose classifier used in the path ranking pretext task can be directly for path selection. We follow a two-stage fine-tuning as
Airbert, which fine-tunes the agent with MLLM task and MVM task in stage one and PR task in stage two. In stage one, the
batch size is 12 on 4 VIDIA 3090 GPUs (24GB each) and the learning rate is 4 x 10~°. In stage two, we set the batch size as
16 on 8 NVIDIA 3090 GPUs (24GB each) and the learning rate as 1 x 10~°. The agent is fine-tuned for 30 epochs in both
stages. The visual features are also encoded by a bottom-up top-down attention [1] model. We select the model checkpoint
with the highest success rate on the val unseen validation split for the test set evaluation and leaderboard submission.

Generative Setting. In the generative setting, the agent needs to predict actions sequentially in order to reach the goal
(R2R) or find the object (REVERIE). We adopt DUET [7] as the architecture for fine-tuning as it is the state-of-the-art
model. As illustrated in Figure 9b, DUET is a three-stream architecture which is fed with P node features {ni}il, word
tokens {[CLS], {wi}iL:1 . [SEP]} and the current panorama encoding with image features {r;};_, together with object fea-
tures {o;}. ;. The BERT-like architecture is used to determine which node should the agent go to or what the object goal id
is. We initialize the language stream and the cross-modal streams using the corresponding modules in our pre-trained model,
highlighted as the orange dotted line in Figure 9b. The other settings remain the same as DUET for a fair comparison.

G. Effectiveness of Trajectory Judgment Task on Layout Reasoning Ability

To evaluate the effectiveness of the proposed trajectory judgment task, we conduct an experiment to evaluate whether the
agent trained with this task is able to figure out the direction of an unexplored room based on current observation. Since the
common room layout knowledge is required for figuring out this question, the accuracy of this question reveals the layout
reasoning ability of the agent.

We conduct this experiment on the R2R [2] dataset, which provides a navigation graph for each environment. Specifically,
we randomly initialize an agent on a navigation node. Then, we sample another node from the candidate node list of the
current node and use the CLIP [50] model to identify the room type of this node. Given this room type and the panorama visual
feature of the current node as text input and visual input, respectively, the agent is asked to predict the relative orientation of
the node for that room type. We define the angle between the matching node of the room type and the current orientation as
s € [—180°,180°]. We then divide [—180°, 180°] uniformly into twelve intervals and compute the interval that s belongs to.
This task thus becomes a twelve-category problem and is optimized by minimizing the cross-entropy loss:

12
Lep=-Y yng “)
i=1
where ; = —=r5——— represents the predicted probability of s belonging to i‘" interval, x; represents i** output logit of the

23:1 e "k
model and y; € {0, 1} indicates whether s belongs to i* interval. We train two agents for 500 epochs, one with the proposed
trajectory judgment task and one without it.



As shown in Figure 10, the training cross-entropy loss almost does not decrease without being pre-trained with the tra-
jectory judgment task. This indicates that this variant has not learned the layout reasoning ability at all. Pre-trained with the
trajectory judgment task, the agent model drops the training cross-entropy loss rapidly and the test accuracy increases stably.
Finally, the highest accuracy of the variant pre-trained with the trajectory judgment task reaches around 40%, while the other
variant is 10% (nearly equal to %). These results verify that the trajectory judgment task facilitates learning layout reasoning
ability, achieving substantial improvement.

H. Transferability Results to Other VLN Benchmarks

To better confirm the effectiveness of the our method, we evaluate the transferability of Lily on the other three VLN
benchmarks, i.e., RxR [26], R4R [22] and SOON [64]. Specifically, we transfer the model trained on R2R to RxR and R4R
and the model trained on REVERIE to SOON without fine-tuning. In Table 8, most of the results share the same trend as
the results on the R2R and REVERIE dataset, i.e., consistently surpassing the SOTA with large margins on val unseen split.
These results demonstrate that our method can generalize well to different domains with varying complexity.

RxR R4R SOON
SR SPL SR SPL SR SPL

DUET [7] 23.05 18.05 16.01 13.20 2.83  2.09
Lily (ours) 27.20 20.51 20.76 17.34 572 410

Methods

Table 8: Transfer results on RxR, R4R and SOON under val unseen split.

I. Qualitative Results

We also present some visualization examples of our Lily agent and the state-of-the-art agent Airbert on the R2R dataset.
As shown in Figure 11, given the instruction that asks the agent to go to a dining room, our Lily agent is able to arrive at
the office more quickly than Airbert. We speculate that our Lily agent can be aware of the layout knowledge that an office is
usually located in a room on either side of a hallway. Hence, our Lily agent goes straight to the hallway (the red arrow in step
4), while Airbert goes to an entryway connecting the door to the outside(the red arrow in step 4). Our method also improves
the understanding of the actions in an instruction. In Figure 12, our Lily agent can easily understand the instruction which
asks it to turn left (the red arrow in step 4). However, when pre-trained with incorrect actions, Airbert feels confused about
the action words and does not execute the “Turn left” in the instruction, and keeps going forward (the red arrow in step 4),
eventually not finding the kitchen.

J. Potential Future Research and Social Impact

Our method is still restricted to graph-based environments. In a real-world application, we may expect the agent actuates
the action continuously. This requires us to build more continuous navigation trajectories for the pre-training dataset. Besides,
with more powerful vision and language foundation models [28, 46, 41], the models used to construct the proposed dataset
can be further improved as more precise and open-world. We can also increase the data diversity by adding richer video and
instruction templates.

In the future, agents can be able to actively learn some helpful skills by watching videos like us humans and then assist
people with their jobs (e.g., delivering and cleaning), thereby reducing high training costs. However, data security can be an
important issue. For some videos that humans keep secret or do not want agents to see, countermeasures should be taken to
prevent agents from accessing such videos, otherwise, it may affect human survival one day.



Instruction
Walk out of the living room into the hallway. Take the first right, and walk straight. Stop on the rug in the office and stand in
front of the bookshelf.

Figure 11: Visualisation of a trajectory where we compare the performance of our Lily agent with Airbert. The centre of
each panorama is the heading direction of the agent at the corresponding time step. Red arrows indicate the predicted actions
in each time step. Our Lily agent successfully leverages the layout prior knowledge to find the office.



Instruction

Go past the circle of chairs toward the door. Turn right and
go into the hallway. Turn left to go into the kitchen.

Figure 12: Visualisation of a trajectory where we compare the performance of our Lily agent with Airbert. The centre of
each panorama is the heading direction of the agent at the corresponding time step. Red arrows indicate the predicted actions
in each time step. Our Lily agent correctly understands the action in the instruction and executes it.



